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1. Introduction

Thi s docunent expl ains how to enpl oy address transl ati on wthout
consum ng a | arge anount of private address space. This is inportant
in networks that serve a | arge nunber of individual custoners.

Net wor ks that serve nore than 2724 (16 nmillion) users cannot assign a
uni que private | Pv4 address to each user, because the | argest
reserved private address block reserved is 10/8 [RFC1918]. Many

networks are already hitting these linits today -- for instance, in
the consuner Internet service market. Even sone individual devices
may approach these limts -- for instance, cellular network gateways

or nobile I P hone agents.

I f anple | Pv4 address space were available, this would be a

non-i ssue, because the current practice of assigning public |IPv4
addresses to each user would remain viable, and the conplications
associated with using the nore limted private address space could be
avoi ded. However, as the | Pv4 address pool is becom ng depl eted,
this practice is becomng increasingly difficult to sustain.

It has been suggested that nore of the unassigned |IPv4 space should
be converted for private use, in order to allow the provisioning of

| arger networks with private | Pv4 address space. At the tinme of this
writing, the | ANA "free pool" contained only 12 unall ocated uni cast

I Pv4 /8 prefixes. Although reserving a few of those for private use
woul d create some breathing roomfor such deployments, it would not
result in a solution with long-termviability. It would result in
significant operational and managenent overheads, and it woul d
further reduce the nunber of avail able | Pv4 addresses.

Segrmenting a network into areas of overlapping private address space
i s another possible technique, but it severely conplicates the design
and operation of a network.

Finally, the transition to IPv6 will eventually elimnate these
addressing linmtations. However, during the mgration period when
| Pv4 and | Pv6 have to coexist, address or protocol translation will
be needed in order to reach | Pv4 destinations.

The rest of this docunent is organized as follows. Section 2 gives
an outline of the solution, Section 3 introduces sone terns,
Section 4 specifies the required behavior for nmanagi ng NAT bi ndi ngs,
and Section 5 discusses the use of this technique with | Pv6.
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2. Solution Qutline

The need for address or protocol translation during the mgration
period to I Pv6 creates the opportunity to deploy these mechanisnms in
a way that allows the support of a |arge user base w thout the need
for a correspondingly large | Pv4 address bl ock

A Network Address Translator (NAT) is typically configured to connect
a network domain that uses private |IPv4 addresses to the public
Internet. The NAT device, which is configured with a public IPv4
address, creates and naintains a mapping for each comunication
session froma device inside the domain it serves to devices in the

public Internet. 1t does that by translating the packet flow of each
session such that the externally visible traffic uses only public
addr esses.

In many NAT depl oynents, the network domain connected by the NAT to
the public Internet is a broadcast network sharing the sane nedia,
wher e each individual device nust have a private | Pv4 address that is
unique within this network. |In such deploynents, it is natural also
to i mpl enent the NAT functionality such that it uses the private |Pv4
addr ess when | ooki ng up whi ch mappi ng should be used to translate a
gi ven communi cati on session

It is inmportant to note, however, that this is not an inherent

requi renent. Wien ot her nmethods of identifying the correct mapping
are available, and the NAT is not connecting a shared-nedi a broadcast
network to the Internet, there is no need to assign each device in
the domain a uni que | Pv4 address.

This is the case, for exanple, when the NAT connects devices to the
Internet that connect to it with individual point-to-point links. In
this case, it becones possible to use the sanme private addresses nany
times, making it possible to support any number of devices behind a
NAT using very few | Pv4 addresses.

There are tunneling-based techni ques that can obtain the same
benefits by establishing new tunnels over any | P network [RFC6333].
However, where the point-to-point |inks already exist, creating an
additional layer of tunneling is unnecessary (and even potentially
harnful due to effects on the Maxi mum Transfer Unit (MIU) settings).
The approach described in this docunent can be inplenented and

depl oyed within a single device and has no effect on hosts behind it.
In addition, as no additional layers of tunneling are introduced,

there is no effect on the MIU. It is also unnecessary to inplenent
tunnel endpoint discovery, security mechani sms, or other aspects of a
tunneling solution. |In fact, there are no changes to the devices

behi nd t he NAT.
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Not e, however, that existing tunnels are a common speci al case of

poi nt-to-point links. For instance, cellular network gateways

term nate a |l arge nunmber of tunnels that are already needed for
nmobi | ity managenent reasons. |nplenmenting the approach described in
this docunent is particularly attractive in such environnents, given
that no additional tunneling nechanisns, negotiation, or host changes
are required. In addition, since there is no additional tunneling,
packets continue to take the sane path as they would normally take.
O her comonly used network technol ogies that nay be of interest

i ncl ude Point-to-Point Protocol (PPP) [RFC1661] |inks, PPP over

Et hernet (PPPoE) [ RFC2516] encapsul ati on, Asynchronous Transfer Mde
(ATM Permanent Virtual Circuits (PVCs), and per-subscriber virtua
LAN (VLAN) allocation in consuner broadband networks

The approach described here also results in overlapping private
address space, like the segnentation of the network to different
areas. However, this overlap is applied only at the network edges
and does not inpact routing or reachability of servers in a negative
way.

3. Terns

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

"NAT" in this docunent includes both "Basic NAT" and "Network Address
Port Translation (NAPT)" as defined by [ RFC2663]. The term "NAT
Session" is adapted from [RFC5382] and is defined as foll ows.

NAT Session - A NAT session is an association between a transport
| ayer session as seen in the internal realmand a session as seen
in the external realm by virtue of NAT translation. The NAT
session will provide the translation glue between the two session
representations.

Thi s docunent uses the term "nmapping" as defined in [ RFC4787] to
refer to state at the NAT necessary for network address and port
transl ati on of sessions.

4. Per-Interface Bindings

To support a node of operation that uses a fixed nunber of |Pv4
addresses to serve an arbitrary nunber of devices, a NAT MJST nanage
its mappings on a per-interface basis, by associating a particul ar
NAT session not only with the five tuples used for the transport
connection on both sides of the NAT but also with the interna
interface on which the user device is connected to the NAT. This
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approach allows each internal interface to use the sane private | Pv4
address range. Note that the interface need not be physical; it may
al so correspond to a tunnel, VLAN, or other identifiable
comuni cati ons channel

For depl oynents where exactly one user device is connected with a
separate tunnel interface and all tunnels use the sane | Pv4 address
for the user devices, it is redundant to store this address in the
mapping in addition to the internal interface identifier. Wen the
internal interface identifier is shorter than a 32-bit |Pv4 address,
this may decrease the storage requirenents of a mapping entry by a
smal | neasure, which nmay aid NAT scalability. For other deploynents,
it is likely necessary to store both the user device | Pv4 address and
the internal interface identifier, which slightly increases the size
of the mapping entry.

This nmode of operation is only suitable in deploynents where user
devi ces connect to the NAT over point-to-point links. |f supported,
this node of operation SHOULD be configurable, and it should be

di sabl ed by default in general-purpose NAT devi ces.

Al'l address translators nake it hard to address devi ces behind them
The sane is true of the particular NAT variant described in this
docunent. An additional constraint is caused by the use of the sane
address space for different devices behind the NAT, which prevents
the use of unique private addresses for conmuni cati on between devices
behi nd the sanme NAT.

5. | Pv6 Consi derations

Private address space conservation is inportant even during the
mgration to | Pv6, because it will be necessary to comunicate with
the IPv4 Internet for a long time. This docunent specifies two
recommended depl oynent nodels for IPv6. In the first depl oynent
nmodel , the mechani sns specified in this docunment are useful. 1In the
second depl oynent nodel, no additional nechani sns are needed, because
| Pv6 addresses are already sufficient to distinguish mappings from
each ot her.

The first depl oynent nodel enploys dual stack [RFC4213]. The |Pv6

si de of dual stack operates based on gl obal addresses and direct
end-to-end communi cation. However, on the |Pv4 side, private
addressi ng and NATs are a necessity. The use of per-interface NAT
mappi ngs i s RECOMVENDED for the | Pv4d side under these circunstances.
Per-interface mappings hel p the NAT scal e, while dual -stack operation
hel ps reduce the pressure on the NAT device by nmoving key types of
traffic to I Pv6, elimnating the need for NAT processing.
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7.

7.

7.

The second depl oynment nodel involves the use of address and protoco
translation, such as the one defined in [RFC6146]. |In this

depl oynent nodel, there is no IPv4 in the internal network at all
This nmodel is applicable only in situations where all rel evant
devices and applications are | Pv6 capable. In this situation
per-interface mappi ngs could be enpl oyed as specified above, but they
are generally unnecessary, as the |Pv6 address space is |arge enough
to provide a sufficient nunber of mappings.

Security Considerations

The practices outlined in this docunent do not affect the security
properties of address translation. The binding nmethod specified in
this docunent is not observable to a device that is on the outside of
the NAT; i.e., a regular NAT and a NAT specified here cannot be

di stingui shed. However, the use of point-to-point links inplies
naturally that the devices behind the NAT cannot comunicate with
each other directly w thout going through the NAT (or a router). The
use of the same address space for different devices inplies in
addition that a NAT operation nust occur between two devices in order
for themto conmuni cate.

The security inplications of address translation in general have been
di scussed in nmany previous docunents, including [ RFC2663], [RFC2993],
[ RFC4787], and [ RFC5382].
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