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Abst r act

Conmputing optinumroutes for Label Switched Paths (LSPs) across
mul ti ple domains in MPLS Traffic Engineering (MPLS-TE) and GWLS
net wor ks presents a probl em because no single point of path
conmputation is aware of all of the links and resources in each
domain. A solution nmay be achi eved using the Path Conputation

El enent (PCE) architecture.

Where t he sequence of domains is known a priori, various techniques
can be enployed to derive an optinmum path. |f the domains are sinply
connected, or if the preferred points of interconnection are also
known, the Per-Domain Path Conputation technique can be used. Were
there are multiple connections between donmains and there is no
preference for the choice of points of interconnection, the Backward-
Recur si ve PCE-based Conputation (BRPC) procedure can be used to
derive an optimal path.

Thi s docunent exam nes techniques to establish the optimum path when
t he sequence of domains is not known in advance. The docunent shows
how t he PCE architecture can be extended to allow the optinum
sequence of donmains to be selected, and the opti num end-to-end path
to be derived through the use of a hierarchical relationship between
domai ns.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
published for informational purposes.

This docunent is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the I ETF comunity. |t has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Not all docunents
approved by the | ESG are a candi date for any |evel of Internet

St andard; see Section 2 of RFC 5741.
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1

I ntroduction

The capability to conmpute the routes of end-to-end inter-domain MPLS
Traffic Engineering (MPLS-TE) and GVWPLS Label Switched Paths (LSPs)
is expressed as requirenents in [RFC4105] and [ RFC4216]. This
capability may be realized by a Path Conputation Element (PCE). The
PCE architecture is defined in [ RFC4655]. The nethods for
establishing and controlling inter-domain MPLS-TE and GWLS LSPs are
docunmented in [ RFC4726] .

In this context, a domain can be defined as a separate

adm ni strative, geographic, or switching environnent within the
network. A domain nay be further defined as a zone of routing or
conputational ability. Under these definitions, a domain mght be
categori zed as an Aut ononmous System (AS) or an Interior Gateway
Protocol (I1GP) area [RFCA726] [RFC4655]. Domains are connected

t hrough i ngress and egress boundary nodes (BNs). A nore detailed
definition is given in Section 1.2.

In a nulti-domain environnment, the determi nation of an end-to-end
traffic engineered path is a probl em because no single point of path
conmputation is aware of all of the links and resources in each
domain. PCEs can be used to compute end-to-end paths using a per-
domai n path conputation techni que [ RFC5152]. Alternatively, the
Backwar d- Recur si ve PCE- based Conputation (BRPC) nechani sm [ RFC5441]
allows nmultiple PCEs to collaborate in order to select an optinal
end-to-end path that crosses multiple domains. Both mechanisnms
assune that the sequence of domains to be crossed between ingress and
egress i s known in advance.

Thi s docunent exami nes techniques to establish the optimum path when
t he sequence of domains is not known in advance. It shows how the
PCE architecture can be extended to allow the opti mum sequence of
domains to be selected, and the opti mum end-to-end path to be
derived.

The nodel described in this docunment introduces a hierarchica

rel ati onship between donains. It is applicable to environnments with
smal | groups of donains where visibility fromthe ingress Labe
Switching Router (LSR) is limted. Applying the hierarchical PCE
nmodel to | arge groups of domains such as the Internet, is not
considered feasible or desirable, and is out of scope for this
docunent .
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Thi s docunent does not specify any protocol extensions or
enhancenents. That work is left for future protocol specification
docunents. However, some assunptions are made about which protocols
will be used to provide specific functions, and guidelines to future
prot ocol devel opers are nmade in the form of requirenents statenents.

1.1. Problem Statenent

Using a PCE to conpute a path between nodes within a single domain is
relatively straightforward. Conputing an end-to-end path when the
source and destination nodes are located in different domains
requires co-operation between nmultiple PCEs, each responsible for its
own donai n.

Techni ques for inter-dormain path conputation described so far

([ RFC5152] and [ RFC5441]) assune that the sequence of domains to be
crossed fromsource to destination is well known. No explanation is
given (for exanple, in [RFC4655]) of how this sequence is generated
or what criteria nay be used for the selection of paths between
domains. In small clusters of domains, such as sinple cooperation
bet ween adj acent |SPs, this selection process is not conplex. In
nmor e advanced depl oynents (such as optical networks constructed from
mul tiple sub-domains, or in nulti-AS environnments), the choice of
domains in the end-to-end domai n sequence can be critical to the
determ nati on of an optimum end-to-end path.

1.2. Definition of a Domain

A domain is defined in [RFC4726] as any coll ection of network

el ements within a common sphere of address nanagenent or path
conputational responsibility. Exanples of such donains include |GP
areas and Autononmous Systens. Wholly or partially overl appi ng
domains are not within the scope of this docunent.

In the context of GWLS, a particularly inportant exanple of a domain
is the Automatically Switched Optical Network (ASON) subnetwork
[G8080]. In this case, a domain nmight be an ASON Routing Area
[G7715]. Furthernore, conputation of an end-to-end path requires
the selection of nodes and Iinks within a routing area where sone
nodes may, in fact, be subnetworks. A PCE may performthe path
conmput ati on function of an ASON Routing Controller as described in
[G7715-2]. See Section 5.2 for a further discussion of the
applicability to the ASON architecture.

Thi s docunent assumes that the selection of a sequence of domains for
an end-to-end path is in sone sense a hierarchical path conputation
problem That is, where one nmechanismis used to determne a path
across a domain, a separate nmechanism (or at |east a separate set of
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paradigns) is used to determ ne the sequence of donmmins. The
responsibility for the selection of domain interconnection can bel ong
to either or both of the nechanisns.

1.3. Assunptions and Requirenents

Net wor ks are often constructed frommultiple domains. These donains
are often interconnected via multiple interconnect points. It's
assunmed that the sequence of domains for an end-to-end path is not

al ways well known; that is, an application requesting end-to-end
connectivity has no preference for, or no ability to specify, the
sequence of domains to be crossed by the path.

The traffic engineering properties of a domain cannot be seen from
outside the domain. Traffic engineering aggregation or abstraction
hi des information and can lead to failed path setup or the selection
of suboptimal end-to-end paths [RFC4A726]. The aggregati on process
may al so have significant scaling issues for networks wi th nmany

possi ble routes and nultiple TE netrics. Flooding TE information
breaks confidentiality and does not scale in the routing protocol

See Section 6 for a discussion of the concept of inter-domain traffic
engi neering informati on exchange known as BGP- TE.

The prinmary goal of this docunent is to define howto derive optim
end-to-end, nulti-donain paths when the sequence of donains is not
known in advance. The solution needs to be scalable and to maintain
i nternal domain topology confidentiality while providing the optina
end-to-end path. It cannot rely on the exchange of TE information
bet ween domai ns, and for the confidentiality, scaling, and
aggregation reasons just cited, it cannot utilize a conputation

el ement that has universal know edge of TE properties and topol ogy of
al |l domai ns.

The sub-sections that follow set out the primary objectives and
requirenents to be satisfied by a PCE solution to nmulti-donmain path
conput ati on.

1.3.1. Metric Objectives

The definition of optimality is dependent on policy and is based on a
single objective or a group of objectives. An objective is expressed
as an objective function [ RFC5541] and nay be specified on a path
conputation request. The follow ng objective functions are
identified in this docunent. They define how the path nmetrics and TE
link qualities are mani pul ated during inter-donmain path conputation
The list is not proscriptive and may be expanded in other documents.
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0 Mninize the cost of the path [ RFC5541].
0 Select a path using links with the mninmal |oad [ RFC5541].
0 Select a path that |eaves the naxi mum resi dual bandw dth
[ RFC5541] .
o0 Mnimze aggregate bandw dth consunpti on [ RFC5541].
0 Mnimze the |load of the nost |oaded |ink [RFC5541].
0 Mninmze the cunul ative cost of a set of paths [ RFC5541].
0 Mninize or cap the nunber of domains crossed.
o Disallow donain re-entry.

See Section 4.1 for further discussion of objective functions.
1.3.2. Diversity
1.3.2.1. Physical Diversity

Wthin a "Carrier’s Carrier" environnment, MPLS services may share
conmon under | yi ng equi pmrent and resources, including optical fiber
and nodes. An MPLS service request nmay require a path for traffic
that is physically disjointed fromanother service. Thus, if a
physical link or node fails on one of the disjoint paths, not al
traffic is lost.

1.3.2.2. Domain Diversity

A pair of paths are domain-diverse if they do not transit any of the
sanme domains. A pair of paths that share a conmon ingress and egress
are domain-diverse if they only share the same dommins at the ingress
and egress (the ingress and egress domains). Domain diversity may be
maxi m zed for a pair of paths by selecting paths that have the
smal | est nunmber of shared donmains. (Note that this is not the same
as finding paths with the greatest number of distinct donains!)

Pat h computation should facilitate the selection of paths that share
i ngress and egress domains but do not share any transit domains.

This provides a way to reduce the risk of shared failure along any
path and automatically helps to ensure path diversity for nost of the
route of a pair of LSPs.

Thus, domain path sel ection should provide the capability to include
or excl ude specific domains and specific boundary nodes.

1.3.3. Existing Traffic Engineering Constraints
Any sol ution shoul d take advantage of typical traffic engineering
constraints (hop count, bandw dth, |anbda continuity, path cost,

etc.) to neet the service demands expressed in the path conputation
request [ RFC4655].
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1.3.4. Commercial Constraints

The sol ution should provide the capability to include comercially
rel evant constraints such as policy, Service Level Agreenments (SLAs),
security, peering preferences, and nonetary costs.

Additionally, it may be necessary for the service provider to request
that specific domains are included or excluded based on conmerci al
rel ati onships, security inplications, and reliability.

1.3.5. Domain Confidentiality

A key requirenent is the ability to nmaintain domain confidentiality
when conputing inter-domain end-to-end paths. |t should be possible
for local policy to require that a PCE not disclose to any other PCE
the intra-domain paths it conputes or the internal topology of the
domain it serves. This requirenment should have no inpact in the
optinmality or quality of the end-to-end path that is derived.

1.3.6. Linting Informati on Aggregation
In order to reduce processing overhead and to not sacrifice
conput ational detail, there should be no requirenent to aggregate or
abstract traffic engineering link information.

1.3.7. Donain Interconnection Discovery
To support domain mesh topol ogi es, the solution should allow the
di scovery and sel ection of domain interconnections. Pre-
configuration of preferred domain interconnections should also be
supported for network operators that have bil ateral agreenment and
have a preference for the choice of points of interconnection

1. 4. Term nol ogy

Thi s docunent uses PCE term nol ogy defined in [ RFC4655], [RFC4726],
and [ RFC5440]. Additional terns are defined bel ow

Domai n Pat h: The sequence of domains for a path.
I ngress Domai n: The domain that includes the ingress LSR of a path.

Transit Donmin: A donmin that has an upstream and downstream nei ghbor
domain for a specific path.

Egress Domai n: The domain that includes the egress LSR of a path.
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Boundary Nodes: Each Donmain has entry LSRs and exit LSRs that could
be Area Border Routers (ABRs) or Autononpus System Border Routers
(ASBRs) depending on the type of domain. They are defined here nore
generically as Boundary Nodes (BNs).

Entry BN of domain(n): a BN connecting domain(n-1) to domain(n) on a
pat h.

Exit BN of donmin(n): a BN connecting domain(n) to domain(n+l) on a
pat h.

Parent Donmin: A domain higher up in a domain hierarchy such that it
contai ns other donains (child donmains) and potentially other |inks
and nodes.

Child Dormain: A domain lower in a domain hierarchy such that it has a
parent domai n.

Parent PCE: A PCE responsible for selecting a path across a parent
domai n and any nunber of child domains by coordinating with child
PCEs and examining a topol ogy map that shows donain inter-
connectivity.

Child PCE: A PCE responsible for conputing the path across one or
nore specific (child) domains. A child PCE nmaintains a relationship
with at | east one parent PCE

bj ective Function (OF): A set of one or nore optimzation criteria
used for the conputation of a single path (e.g., path cost

m ni m zation), or the synchronized conputation of a set of paths
(e.g., aggregate bandwi dth consunption mnimzation). See [RFC4655]
and [ RFC5541].

2. Exam nation of Existing PCE Mechanisns

This section provides a brief overview of two existing PCE
cooperation nechani sns called the Per-Donmain Path Conputation nethod
and the BRPC nethod. It describes the applicability of these nethods
to the nmulti-domain problem

2.1. Per-Domain Path Conputation

The Per-Donmi n Path Conputation nethod for establishing inter-donain
TE-LSPs [ RFC5152] defines a techni que whereby the path is conputed
during the signaling process on a per-donain basis. The entry BN of
each domain is responsible for performng the path conputation for
the section of the LSP that crosses the domain, or for requesting
that a PCE for that donmain conputes that piece of the path.
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During per-donain path conputation, each conputation results in a
path that crosses the domain to provide connectivity to the next
domain in the sequence. The chosen path across the domain will be
sel ected as best according to the optimnization characteristics of the
conmputation. The next domain in the sequence is usually indicated in
signaling by an identifier of the next donmain or the identity of the
next entry BN

Per-domai n path conputation may | ead to suboptinal end-to-end paths
because the nost optimal path in one domain may |l ead to the choice of
an entry BN for the next domain that results in a very poor path
across that next domain.

In the case that the domain path (in particular, the sequence of
boundary nodes) is not known, the path conputing entity nmust sel ect
an exit BN based on sone determnination of how to reach the
destination that is outside the domain for which the path conputing
entity has conputational responsibility. [RFC5152] suggest that this
m ght be achieved using the I P shortest path as advertised by BGP
Not e, however, that the existence of an IP forwardi ng path does not
guarantee the presence of sufficient bandwi dth, |let alone an optinma
TE path. Furthermore, in many GVPLS systens, inter-domain |IP routing
will not be present. Thus, per-domain path conputation nmay require a
significant nunber of crankback routing attenpts to establish even a
subopti nmal path.

Note al so that the path conputing entities in each domain may have
different conputation capabilities, may run different path

conmput ation algorithnms, and may apply different sets of constraints
and optim zation criteria, etc.

This can result in the end-to-end path being inconsistent and
subopti nal .

Per - domai n path conputation can suit sinply connected domai ns where
the preferred points of interconnection are known.

2.2. Backward- Recursive PCE-Based Conputation

The Backwar d- Recur si ve PCE- based Conputati on (BRPC) [ RFC5441]
procedure invol ves cooperation and communi cati on between PCEs in
order to conpute an optimal end-to-end path across nultiple donains.
The sequence of dommins to be traversed can be deternined either
before or during the path conputation. |In the case where the
sequence of domains is known, the ingress Path Conputation Cient
(PCC) sends a path computation request to a PCE responsible for the
i ngress domain. This request is forwarded between PCEs, donai n-by-
domain, to a PCE responsible for the egress donain. The PCE in the
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egress donain creates a set of optinal paths fromall of the donmain
entry BNs to the egress LSR.  This set is represented as a tree of
potential paths called a Virtual Shortest Path Tree (VSPT), and the
PCE passes it back to the previous PCE on the domain path. As the
VSPT is passed back toward the ingress domain, each PCE conputes the
optinal paths fromits entry BNs to its exit BNs that connect to the
rest of the tree. It adds these paths to the VSPT and passes the
VSPT on until the PCE for the ingress donain is reached and comnputes
paths fromthe ingress LSR to connect to the rest of the tree. The
i ngress PCE then selects the optinmal end-to-end path fromthe tree,
and returns the path to the initiating PCC

BRPC may suit environnents where multiple connections exist between
domains and there is no preference for the choice of points of
interconnection. It is best suited to scenarios where the domain
path is known in advance, but it can al so be used when the domnain
path is not known.

2.2.1. Applicability of BRPC Wien the Donmain Path is Not Known

As descri bed above, BRPC can be used to deternine an optinal inter-
domai n path when the domain sequence is known. Even when the
sequence of domains is not known, BRPC could be used as foll ows.

0 The PCC sends a request to a PCE for the ingress domain (the
i ngress PCE).

o The ingress PCE sends the path computation request direct to a PCE
responsi ble for the domain containing the destinati on node (the

egress PCE).

0 The egress PCE conputes an egress VSPT and passes it to a PCE
responsi ble for each of the adjacent (potentially upstrean
domai ns.

0 Each PCE in turn constructs a VSPT and passes it on to all of its
nei ghbori ng PCEs.

o When the ingress PCE has received a VSPT fromeach of its
nei ghboring domains, it is able to select the optinmm pat h.

Cearly, this nechani sm (which could be called path conputation

flooding) has significant scaling issues. It could be inproved by
the application of policy and filtering, but such mechani sms are not
sinple and would still |eave scaling concerns.
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3.

H erarchi cal PCE

In the hierarchical PCE architecture, a parent PCE nmintains a donmain
topol ogy map that contains the child domains (seen as vertices in the
topol ogy) and their interconnections (links in the topology). The
parent PCE has no infornation about the content of the child domains;
that is, the parent PCE does not know about the resource availability
within the child donains, nor does it know about the availability of
connectivity across each domai n because such know edge woul d viol ate
the confidentiality requirenment and either would require flooding of
full information to the parent (scaling issue) or would necessitate
some formof aggregation. The parent PCE is aware of the TE
capabilities of the interconnections between child domains as these

i nterconnections are links in its own topol ogy nap.

Note that, in the case that the domains are | GP areas, there is no
Iink between the donmains (the ABRs have a presence in both

nei ghboring areas). The parent domain nay choose to represent this
inits Traffic Engineering Database (TED) as a virtual link that is
unconstrai ned and has zero cost, but this is entirely an

i mpl erent ati on issue.

Each child domain has at |east one PCE capabl e of conputing paths
across the domain. These PCEs are known as child PCEs and have a
relationship with the parent PCE. Each child PCE al so knows the
identity of the domains that neighbor its own domain. A child PCE
only knows the topology of the domain that it serves and does not
know t he topol ogy of other child domains. Child PCEs are al so not
aware of the general dommin nmesh connectivity (i.e., the domain

t opol ogy map) beyond the connectivity to the i nmedi ate nei ghbor
domai ns of the domain it serves

The parent PCE builds the domain topol ogy map either from
configuration or frominformation received fromeach child PCE. This
tells it how the domains are interconnected including the TE
properties of the domain interconnections. But, the parent PCE does
not know the contents of the child donmains. Discovery of the donmain
t opol ogy and donmi n i nterconnections is discussed further in Section
4. 3.

When a multi-domain path is needed, the ingress PCE sends a request
to the parent PCE (using the Path Conputation El enent Protocol, PCEP
[ RFC5440]). The parent PCE selects a set of candidate donain paths
based on the donain topology and the state of the inter-domain |inks.
It then sends conputation requests to the child PCEs responsible for
each of the domains on the candi date dormain paths. These requests
may be sequential or parallel depending on inplenmentation details.
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4,

4.

Each child PCE conputes a set of candidate path segnents across its
domai n and sends the results to the parent PCE. The parent PCE uses
this information to select path segnents and concatenate themto
derive the optimal end-to-end inter-domain path. The end-to-end path
is then sent to the child PCE that received the initial path request,
and this child PCE passes the path on to the PCC that issued the
original request.

Speci fic deploynment and inpl enmentation scenarios are out of scope of
this docunment. However, the hierarchical PCE architecture described
does support the function of parent PCE and child PCE being

i npl enented as a comobn PCE

Hi erarchi cal PCE Procedures
1. Objective Functions and Policy

The definition of "optinmal" in the context of deriving an optina
end-to-end path is dependent on the choices that are made during the
path selection. An Objective Function (OF) [RFC5541], or set of OFs,
specify the intentions of the path conputation and so define the
"optimality" in the context of that conputation

An OF specifies the desired outcone of a conputation: it does not
descri be or demand the algorithmto use, and an inpl enentation nmay
apply any algorithmor set of algorithns to achieve the result

i ndicated by the Of. OFs can be included in PCEP conputation
requests to satisfy the policies encoded or configured at the PCC
and a PCE may be subject to policy in determ ning whether it neets
the OFs included in the conputation request, or applies its own OFs.

In inter-donmain path conputation, the selection of a donain sequence,
the conputati on of each (per-domain) path fragment, and the

determ nati on of the end-to-end path may each be subject to different
OFs and different policy.

When conputing end-to-end paths, OFs nay include (see Section 1.3.1):

M ni mum cost path

M ni mrum | oad path

Maxi mum r esi dual bandwi dt h path

M ni m ze aggregate bandw dth consunption

M ni m ze or cap the nunber of transit domains
Di sal | ow dormain re-entry

OO0OO0OO0O0OOo

The objective function may be requested by the PCC, the ingress
domai n PCE (according to local policy), or applied by the parent PCE
according to inter-donain policy.
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More than one OF (or a conposite OF) nmay be chosen to apply to a
singl e conputation provided they are not contradictory. Conposite
OFs may include weightings and preferences for the fulfillment of
pi eces of the desired outcone.

4.2. Maintaining Donmain Confidentiality

I nformati on about the content of child domains is not shared for
scaling and confidentiality reasons. This neans that a parent PCE is
aware of the domain topology and the nature of the connections

bet ween domains but is not aware of the content of the domains.
Simlarly, a child PCE cannot know the internal topol ogy of another
child domain. Child PCEs al so do not know the general domain nesh
connectivity; this information is only known by the parent PCE

As described in the earlier sections of this docunent, PCEs can
exchange path information in order to construct an end-to-end inter-
domai n path. Each per-donain path fragnent reveals i nformati on about
the topol ogy and resource availability within a domain. Sone
managenent domains or ASes will not want to share this information
outside of the domain (even with a trusted parent PCE). |n order to
conceal the information, a PCE may replace a path segment with a
pat h- key [ RFC5520]. This nmechani smeffectively hides the content of
a segnent of a path.

4.3. PCE Discovery

It is a sinple matter for each child PCE to be configured with the
address of its parent PCE. Typically, there will only be one or two
parents of any child.

The parent PCE al so needs to be aware of the child PCEs for all child
domains that it can see. This information is nost likely to be
configured (as part of the administrative definition of each domain).

Di scovery of the rel ationshi ps between parent PCEs and child PCEs
does not formpart of the hierarchical PCE architecture. Mechanisns
that rely on advertising or querying PCE | ocations across domain or
provi der boundaries are undesirable for security, scaling,
comrercial, and confidentiality reasons.

The parent PCE al so needs to know the inter-donmain connectivity.
This information could be configured with suitable policy and
comrercial rules, or could be learned fromthe child PCEs as
described in Section 4.4.
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In order for the parent PCE to | earn about domain interconnection
the child PCE will report the identity of its neighbor donmains. The
I GP in each nei ghbor domain can advertise its inter-domain TE |ink
capabilities [RFC5316] [RFC5392]. This information can be collected
by the child PCEs and forwarded to the parent PCE, or the parent PCE
could participate in the 1GP in the child donmains.

4. 4. Traffic Engineering Database for the Parent Domain

The parent PCE maintains a donain topology map of the child domains
and their interconnectivity. \Were inter-domain connectivity is
provided by TE |inks, the capabilities of those links may al so be
known to the parent PCE. The parent PCE naintains a TED for the
parent domain in the sane way that any PCE does

The parent domain may just be the collection of child domains and
their interconnectivity, may include details of the inter-domain TE
links, and nmay contain nodes and links in its own right.

The mechani sm for building the parent TED is likely to rely heavily
on administrative configuration and conmerci al issues because the
networ k was probably partitioned into donmains specifically to address
t hese i ssues.

In practice, certain infornmation may be passed fromthe child domains
to the parent PCE to help build the parent TED. |In theory, the
parent PCE could listen to the routing protocols in the child

domai ns, but this would violate the confidentiality and scaling
principles that may be responsible for the partition of the network
into domains. So, it is nmuch nore likely that a suitable solution
will involve specific conmmunication froman entity in the child
domai n (such as the child PCE) to convey the necessary information.
As already nentioned, the "necessary information" relates to how the
child dormains are inter-connected. The topology and avail abl e
resources within the child domain do not need to be conmunicated to
the parent PCE: doing so would violate the PCE architecture.

Mechani sns for reporting this information are described in the
exanples in Section 4.6 in abstract terms as a child PCE "reports its
nei ghbor domai n connectivity to its parent PCE"'; the specifics of a
solution are out of scope of this docunent, but the requirenents are
indicated in Section 4.8. See Section 6 for a brief discussion of
BGP- TE.

In nodel s such as ASON (see Section 5.2), it is possible to consider
a separate instance of an IGP running within the parent donain where
the participating protocol speakers are the nodes directly present in
that domain and the PCEs (Routing Controllers) responsible for each
of the child domains.
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4.5, Deternination of Destination Domain

The PCC asking for an inter-domain path conputation is aware of the
identity of the destination node by definition. |If it knows the
egress domain, it can supply this information as part of the path
conputation request. However, if it does not know the egress donain,
this informati on nust be known by the child PCE or known/det erni ned
by the parent PCE

In sone specialist topologies the parent PCE coul d determ ne the
destination domain based on the destination address, for exanple,
fromconfiguration. However, this is not appropriate for nany nulti-
domai n addressing scenarios. In |IP-based nmulti-donmain networks, the
parent PCE nmay be able to deternine the destination donain by
participating in inter-domain routing. Finally, the parent PCE could
i ssue specific requests to the child PCEs to discover if they contain
the destinati on node, but this has scaling inplications.

For the purposes of this docunent, the precise nechani smof the

di scovery of the destination domain is left out of scope. Suffice to
say that for each nmulti-donmain path conputation some nechani smwill
be required to determ ne the | ocation of the destination

4.6. Hierarchical PCE Exanples

The followi ng exanpl e descri bes the generic hierarchical donain
topol ogy. Figure 1 denonstrates four interconnected domains within a
fifth, parent domain. Each domain contains a single PCE

0 Domain 1 is the ingress donmain and child PCE 1 is able to conpute
paths within the donmain. |Its neighbors are Donmain 2 and Donain 4.
The donain al so contains the source LSR (S) and three egress
boundary nodes (BN11, BN12, and BN13).

0o Domain 2 is served by child PCE 2. Its neighbors are Domain 1 and
Domain 3. The donmin al so contains four boundary nodes (BN21,
BN22, BN23, and BN24).

o Domain 3 is the egress domain and is served by child PCE 3. Its
nei ghbors are Domain 2 and Domain 4. The donmain al so contains the
destination LSR (D) and three ingress boundary nodes (BN31, BN32,
and BN33).

o Domain 4 is served by child PCE 4. Its neighbors are Domain 2 and

Domain 3. The donain al so contains two boundary nodes (BN41 and
BN42) .
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Al of these domains are contained within Domain 5, which is served
by the parent PCE (PCE 5).

| Domain 5 |
e |
| | PCE 5] |
I |
| |
| | Dormain 1 | | Domain 2 | | Dormain 3 |
| | | ||
I L I L I L |
| |PCE 1] | | |PCE 2] | | |PCE 3] | |
I A I AR I A |
| | | ||
| L L I |
| | | BNL11+- - - +BN21| | BN23+- - - +BN31| | |
- SR N EEEE SR N EEEE -]
R L
| | | BN12+- - - +BN22| | BN24+- - - +BN32| [
| S N R S RS |
| | | ||
| ---- | I ||
| |BN13| | | | | [BN33| ||
I H--m= emeeemeaaeaaaaa- B eI ey |
| \ / |
| \' e / |
| \ | | / |
| S -] |
| ----+BN41| | BN42+- - - - |
| | ---- -] |
| | | |
| e | |
| | | PCE 4] | |
| TR | |
| | | |
| | Domain 4 | |
| |
| |

Figure 1: Sanple Hierarchical Domain Topol ogy
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Fi gure 2 shows the view of the donmain topol ogy as seen by the parent
PCE (PCE 5). This viewis an abstracted topology; PCE 5 is aware of
domai n connectivity but not of the internal topology wthin each
domai n.

| Domain 5 |
| |
| | PCES| |
| |
| |
| SRR
|| | ---1 | ---1 ||
| | DL | | D2 | | D3| |
|| | ---1 | ---1 (.
| |
| \ |
| \ | | / |
| ----| D4 |---- |
| |
| |
| |

Fi gure 2: Abstract Donain Topol ogy as Seen by the Parent PCE
4.6.1. Hierarchical PCE Initial |Information Exchange

Based on the topology in Figure 1, the following is an illustration
of the initial hierarchical PCE information exchange

1. Child PCE 1, the PCE responsible for Domain 1, is configured with
the location of its parent PCE (PCE 5).

2. Child PCE 1 establishes contact with its parent PCE. The parent
applies policy to ensure that comunication with PCE 1 is
al | oned.

3. Child PCE 1 listens tothe IGPin its domain and learns its
i nter-domain connectivity. That is, it |learns about the |inks
BN11- BN21, BN12- BN22, and BN13- BN41

4, Child PCE 1 reports its neighbor domain connectivity to its
parent PCE

5. Child PCE 1 reports any change in the resource availability on
its inter-domain links to its parent PCE
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Each child PCE perforns steps 1 through 5 so that the parent PCE can
create a domain topology view as shown in Figure 2.

4.6.

Hi erarchical PCE End-to-End Path Conputation Procedure

The procedure below is an exanple of a source PCC requesting an end-
to-end path in a nulti-domain environnent. The topology is
represented in Figure 1. It is assuned that the each child PCE has
connected to its parent PCE and exchanged the initial information
required for the parent PCE to create its domain topol ogy view as
described in Section 4.6. 1.

1

The source PCC (the ingress LSR in our exanple) sends a request
to the PCE responsible for its domain (PCE 1) for a path to the
destination LSR (D).

PCE 1 determ nes the destination is not in domain 1
PCE 1 sends a conputation request to its parent PCE (PCE 5).

The parent PCE deternines that the destination is in Donain 3.
(See Section 4.5.)

PCE 5 deternmines the likely donmain paths according to the donain
i nterconnectivity and TE capabilities between the domains. For
exanpl e, assunming that the |link BN12-BN22 is not suitable for the
requested path, three domain paths are deternined:

S- BN11- BN21- D2- BN23- BN31- D
S- BN11- BN21- D2- BN24- BN32- D
S- BN13- BN41- D4- BN42- BN33- D

PCE 5 sends edge-to-edge path conputation requests to PCE 2,
which is responsible for Domain 2 (i.e., BN21-to-BN23 and
BN21-to-BN24), and to PCE 4 for Domain 4 (i.e., BN41l-to-BN42).

PCE 5 sends source-to-edge path conputation requests to PCE 1,
which is responsible for Domain 1 (i.e., S-to-BNl11 and
S-t o- BN13).

PCE 5 sends edge-to-egress path conputation requests to PCE 3,
which is responsible for Donmain 3 (i.e., BN31-to-D, BN32-to-D
and BN33-to-D).

PCE 5 correlates all the conmputation responses fromeach child
PCE, adds in the information about the inter-domain |inks, and
appl i es any requested and locally configured policies.
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10. PCE 5 then selects the optinal end-to-end nulti-domain path that
neets the policies and objective functions, and supplies the
resulting path to PCE 1.

11. PCE 1 forwards the path to the PCC (the ingress LSR

Note that there is no requirenent for steps 6, 7, and 8 to be carried
out in parallel or in series. Indeed, they could be overlapped with
step 5. This is an inplenentation issue.

4.7. Hierarchical PCE Error Handling

In the event that a child PCE in a donain cannot find a suitable path
to the egress, the child PCE should return the relevant error to
notify the parent PCE. Depending on the error response, the parent
PCE sel ects one of the follow ng actions:

0 Cancel the request and send the rel evant response back to the
initial child PCE that requested an end-to-end path;

0 Relax sone of the constraints associated with the initial path
request; or

0 Sel ect another candi date donmain and send the path request to the
child PCE responsible for the domain.

If the parent PCE does not receive a response froma child PCE within
an allotted tine period, the parent PCE can elect to:

0 Cancel the request and send the rel evant response back to the
initial child PCE that requested an end-to-end path; o Send the path
request to another child PCE in the same domain, if a secondary child
PCE exists; o Sel ect another candidate domain and send the path
request to the child PCE responsible for that domain.

The parent PCE nay al so want to prune any unresponsive child PCE
domai n paths fromthe candi date set.

4.8. Requirenents for Hierarchical PCEP Protocol Extensions
This section lists the high-level requirements for extensions to the
PCEP to support the hierarchical PCE nodel. It is provided to offer

gui dance to PCEP protocol developers in designhing a solution suitable
for use in a hierarchical PCE framework
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4.8.1. PCEP Request Qualifiers

Pat h Comput ati on Request (PCReq) messages are used by a PCC or a PCE
to nake a computation request or enquiry to a PCE. The requests are
qualified so that the PCE knows what type of action is required

Support of the hierarchical PCE architecture will introduce two new
qualifications as follows:

o It nust be possible for a child PCE to indicate that the response
it receives fromthe parent PCE should consist of a domain
sequence only (i.e., not a fully specified end-to-end path). This
allows the child PCE to initiate Per-Domain or BRPC

0 A parent PCE may need to be able to ask a child PCE whether a
particul ar node address (the destination of an end-to-end path) is
present in the domain that the child PCE serves

In PCEP, such request qualifications are carried as bit flags in the
RP obj ect (Request Paraneter object) within the PCReq nessage.

4.8.2. Indication of Hi erarchical PCE Capability

Al t hough parent/child PCE rel ationships are likely configured, it
will assist network operations if the parent PCE is able to indicate
to the child that it really is capable of acting as a parent PCE
This will help to trap mi sconfigurations.

In PCEP, such capabilities are carried in the Open Cbject within the
Open nessage.

4.8.3. Intention to Utilize Parent PCE Capabilities

A PCE that is capable of acting as a parent PCE ni ght not be
configured or willing to act as the parent for a specific child PCE
This fact could be determ ned when the child sends a PCReq that
requires parental activity (such as querying other child PCEs), and
could result in a negative response in a PCEP Error (PCErr) message

However, the expense of a poorly targeted PCReq can be avoided if the
child PCE indicates that it mght wish to use the parent-capable PCE
as a parent (for exanple, on the Open nessage), and if the parent-
capabl e PCE deternines at that tine whether it is willing to act as a
parent to this child.
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4.8.4. Comunication of Donmain Connectivity Infornation

Section 4.4 describes how the parent PCE needs a parent TED and
indicates that the information night be supplied fromthe child PCEs
in each domain. This requires a nechani smwhereby information about
inter-domain |inks can be supplied by a child PCE to a parent PCE
for exanple, on a PCEP Notify (PCNtf) nessage

The information that woul d be exchanged i ncl udes:

Identifier of advertising child PCE

Identifier of PCE s donain

Identifier of the link

TE properties of the link (metrics, bandw dth)

O her properties of the link (technol ogy-specific)
Identifier of Iink endpoints

Identifier of adjacent domain

OO0OO0OO0OO0OO0OOo

It may be desirable for this infornmation to be periodically updated,
for exanple, when avail abl e bandwi dth changes. In this case, the
parent PCE ni ght be given the ability to configure thresholds in the
child PCE to prevent flapping of information

4,8.5. Domain ldentifiers

Domain identifiers are already present in PCEP to allow a PCE to

i ndi cate which domains it serves, and to allow the representation of
domai ns as abstract nodes in paths. The w der use of domains in the
context of this work on hierarchical PCE will require that donmains
can be identified in nore places within objects in PCEP nessages.
This shoul d pose no probl ens.

However, nore attention nmay need to be applied to the precision of
domain identifier definitions to ensure that it is always possible to
unamnbi guously identify a domain fromits identifier. This work will
be necessary in configuration, and also in protocol specifications
(for exanple, an OSPF area identifier is sufficient within an

Aut ononpbus System but becones anbiguous in a path that crosses
mul ti pl e Aut ononbus Systens).
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5.

Hi erarchical PCE Applicability

As per [RFC4655], PCE can inherently support inter-domain path
conmputation for any definition of a domain as set out in Section 1.2
of this docunent.

Hi erarchical PCE can be applied to inter-donain environnents,

i ncl udi ng aut ononobus Systens and | GP areas. The hierarchical PCE
procedures nake no distinction between, autononous Systens and | GP
area applications, although it should be noted that the TED

mai nt ai ned by a parent PCE nust be able to support the concept of
child domai ns connected by inter-domain |links or directly connected
at boundary nodes (see Section 3).

This section sets out the applicability of hierarchical PCE to three
envi ronnent s:

o MPLS traffic engineering across nultiple Autononous Systens
o MLS traffic engineering across nultiple | GP areas
0 GWLS traffic engineering in the ASON architecture

Aut ononous Systens and Areas

Net wor ks are conpri sed of domains. A dommin can be considered to be
a collection of network elenments within an AS or area that has a
common sphere of address nanagenent or path conputationa

responsi bility.

As networks increase in size and conplexity it may be required to

i ntroduce scaling nethods to reduce the anobunt information fl ooded
within the network and nmake the network nore nanageable. An IGP

hi erarchy is designed to inprove | GP scalability by dividing the | GP
domain into areas and limting the flooding scope of topol ogy
information to within area boundaries. This restricts a router’s
visibility to information about |inks and other routers within the
single area. |If a router needs to conpute a route to destination

| ocated in another area, a nethod is required to conpute a path
across the area boundary.

When an LSR within an AS or area needs to conpute a path across an
area or AS boundary, it nust also use an inter-AS conputation
technique. Herarchical PCE is equally applicable to conputing
inter-area and inter-AS MPLS and GWLS pat hs across donain
boundari es.
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5.2. ASON Architecture

The International Tel ecomruni cation Union (I1TU) defines the ASON
architecture in [G8080]. [G 7715] defines the routing architecture
for ASON and introduces a hierarchical architecture. |In this
architecture, the Routing Areas (RAs) have a hierarchica

rel ati onship between different routing | evels, which neans a parent
(or higher-level) RA can contain multiple child RAs. The
interconnectivity of the lower RAs is visible to the higher-level RA
Note that the RA hierarchy can be recursive

In the ASON framework, a path conputation request is terned a Route
Query. This query is executed before signaling is used to establish
an LSP ternmed a Switched Connection (SC) or a Soft Permanent
Connection (SPC). [G 7715-2] defines the requirenments and
architecture for the functions performed by Routing Controllers (RCs)
during the operation of renote route queries -- an RC is synonynous
with a PCE. For an end-to-end connection, the route may be conputed
by a single RC or nultiple RCs in a collaborative manner (i.e., RC
federations). |In the case of RC federations, [G 7715-2] describes
three styles during renote route query operation

0 sStep-by-step renpte path conputation
0o hierarchical renpote path conputation
o a conbination of the above.

In a hierarchical ASON routing environment, a child RC may

comruni cate with its parent RC (at the next higher |evel of the ASON
routing hierarchy) to request the conputation of an end-to-end path
across several RAs. It does this using a route query nessage (known
as the abstract nmessage RI_QUERY). The correspondi ng parent RC nmay
communi cate with other child RCs that belong to other child RAs at
the next lower hierarchical level. Thus, a parent RC can act as
either a Route Query Requester or Route Query Responder.

It can be seen that the hierarchical PCE architecture fits the

hi erarchi cal ASON routing architecture well. It can be used to
provi de paths across subnetworks and to deternine end-to-end paths in
net wor ks constructed fromnultiple subnetworks or RAs.

When hierarchical PCE is applied to inplenment hierarchical renote
path conputation in [G7715-2], it is very inportant for operators to
understand the different term nology and inplicit consistency between
hi erarchical PCE and [G 7715-2].
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5.2. 1.

Implicit Consistency between Hierarchical PCE and G 7715. 2

Thi s section highlights the correspondence between features of the
hi erarchi cal PCE architecture and the ASON routing architecture

(1

(2)

RC (Routing Controller) and PCE (Path Conputation El enent)

[ G 8080] describes the Routing Controller conponent as an
abstract entity, which is responsible for responding to requests
for path (route) information and topology information. It can be
i npl emented as a single entity, or as a distributed set of
entities that nmake up a cooperative federation

[ RFCA655] describes PCE (Path Conputation Elenent) is an entity
(component, application, or network node) that is capable of
conmputing a network path or route based on a network graph and
appl yi ng conput ati onal constraints.

Therefore, in the ASON architecture, a PCE can be regarded as a
realization of the RC

Rout e Query Requester/Route Query Responder and PCC/ PCE

[G7715-2] describes the Route Query Requester as a Connection
Controller or Routing Controller that sends a route query nessage
to a Routing Controller requesting one or nore paths that satisfy
a set of routing constraints. The Route Query Responder is a
Routing Controller that perforns path computation upon receipt of
a route query nessage froma Route Query Requester, sending a
response back at the end of the path conputation

In the context of ASON, a Signaling Controller initiates and
processes signaling nessages and is closely coupled to a

Si gnal i ng Protocol Speaker. A Routing Controller makes routing
decisions and is usually coupled to configuration entities and/or
a Routing Protocol Speaker

It can be seen that a PCC corresponds to a Route Query Requester
and a PCE corresponds to a Route Query Responder. A PCE/ RC can
al so act as a Route Query Requester sending requests to another
Rout e Query Responder

The Pat h Conput ati on Request (PCReq) and Path Conputation Reply
(PCRep) nessages between PCC and PCE correspond to the Rl _QUERY
and Rl _UPDATE nessages in [G 7715-2].
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5.

2.

(3) Routing Area Hierarchy and Hierarchical Donain

The ASON routing hierarchy nodel is shown in Figure 6 of [G 7715]
through an exanple that illustrates routing area levels. If the
hi erarchi cal renote path conputati on mechanismof [G7715-2] is
applied in this scenario, each routing area should have at | east
one RCto performthe route query function, and the child RCs
within the area should have a parent RC

According to [ G 8080], the parent RC has visibility of the
structure of the lower level, so it knows the interconnectivity
of the RAs in the lower level. Each child RC can conpute edge-
to- edge paths across its own child RA

Thus, an RA corresponds to a domain in the PCE architecture, and
the hierarchical relationship between RAs corresponds to the

hi erarchi cal rel ationship between domains in the hierarchical PCE
architecture. Furthernore, a parent PCE in a parent donmain can
be regarded as parent RC in a higher routing level, and a child
PCE in a child dormain can be regarded as child RCin a | ower
routing | evel

2. Benefits of H erarchical PCEs in ASON

RCs in an ASON environment can use the hierarchical PCE nodel to
fully match the ASON hierarchical routing nodel, so the hierarchica
PCE nmechani snms can be applied to fully satisfy the architecture and
requirenents of [G 7715-2] wi thout any changes. |If the hierarchica
PCE nmechanismis applied in ASON, it can be used to determ ne end-to-
end optim zed paths across subnetworks and RAs before initiating
signaling to create the connection. It can also inprove the
efficiency of connection setup to avoid crankback

A Note on BGP-TE

The concept of exchange of TE informati on between Autononous Systens
(ASes) is discussed in [BGP-TE]. The information exchanged in this
way could be the full TE information fromthe AS, an aggregation of
that information, or a representation of the potential connectivity
across the AS. Furthernore, that information could be updated
frequently (for exanple, for every new LSP that is set up across the
AS) or only at threshol d-crossing events.

There are a nunber of discussion points associated with the use of

[ BGP- TE] concerning the volune of information, the rate of churn of

i nformation, the confidentiality of information, the accuracy of
aggregated or potential -connectivity information, and the processing
required to generate aggregated information. The PCE architecture
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and the architecture enabled by [BGP-TE] nake different assunptions
about the operational objectives of the networks, and this docunent
does not attenpt to nake one of the approaches "right" and the other
"wong". Instead, this work assunes that a decision has been made to
utilize the PCE architecture.

6.1. Use of BGP for TED Synchronization

I ndeed, [BGP-TE] may have sone uses within the PCE nodel. For
exanpl e, [BGP-TE] could be used as a "northbound" TE adverti senent
such that a PCE does not need to listen to an IGP in its domain, but
has its TED popul ated by nessages received (for exanple) froma Route
Reflector. Furthernore, the inter-domain connectivity and
capabilities that are required information for a parent PCE could be
obtained as a filtered subset of the information available in
[BGP-TE]. This scenario is discussed further in [PCE- AREA- AS].

7. Managenent Consi derations

CGeneral PCE nanagenent considerations are discussed in [RFC4655]. In
the case of the hierarchical PCE architecture, there are additiona
managenent consi derati ons.

The adninistrative entity responsible for the managenent of the
parent PCEs nust be determined. In the case of multi-domains (e.qg.

| GP areas or nultiple ASes) within a single service provider network,
t he managenent responsibility for the parent PCE would nost likely be
handl ed by the service provider. 1In the case of nultiple ASes within
different service provider networks, it may be necessary for a third
party to manage the parent PCEs according to commercial and policy
agreenents from each of the participating service providers.

7.1. Control of Function and Policy
7.1.1. Child PCE

Support of the hierarchical procedure will be controlled by the
nmanagement organi zation responsible for each child PCE. A child PCE
nmust be configured with the address of its parent PCE in order for it
tointeract with its parent PCE. The child PCE nust al so be

aut horized to peer with the parent PCE

7.1.2. Parent PCE
The parent PCE nmust only accept path conputation requests from

aut horized child PCEs. |If a parent PCE receives requests froman
unaut hori zed child PCE, the request should be dropped.
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This nmeans that a parent PCE nust be configured with the identities
and security credentials of all of its child PCEs, or there nust be
sone form of shared secret that allows an unknown child PCE to be
aut hori zed by the parent PCE

1.3. Policy Contro

It may be necessary to nmaintain a policy nodul e on the parent PCE

[ RFC5394]. This would allow the parent PCE to apply commercially

rel evant constraints such as SLAs, security, peering preferences, and
nonetary costs.

It may al so be necessary for the parent PCEto |limt end-to-end path
sel ection by including or excluding specific domains based on
conmerci al relationships, security inplications, and reliability.

2. Information and Data Mdels

A PCEP M B nodule is defined in [ PCEP-M B] that describes nanaged
obj ects for nodeling of PCEP communication. An additional PCEP MB
will be required to report parent PCE and child PCE information

i ncl udi ng:

o parent PCE configuration and status,

o child PCE configuration and information,

o notifications to indicate session changes between parent PCEs and

child PCEs, and
o notification of parent PCE TED updates and changes.
3. Liveness Detection and Mnitoring

The hierarchical procedure requires interaction with nultiple PCEs.
Once a child PCE requests an end-to-end path, a sequence of events
occurs that requires interaction between the parent PCE and each
child PCE. If a child PCE is not operational, and an alternate
transit domain is not available, then a failure nust be reported.

4. Verifying Correct QOperation
Verifying the correct operation of a parent PCE can be perforned by

nonitoring a set of parameters. The parent PCE inplenentation should
provide the followi ng paraneters nonitored by the parent PCE
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o nunber of child PCE requests,

o nunber of successful hierarchical PCE procedures conpletions on a
per - PCE- peer basi s,

o nunber of hierarchical PCE procedure conpletion failures on a per-
PCE- peer basis, and

o nunber of hierarchical PCE procedure requests from unauthorized
child PCEs.

7.5. Inpact on Network Qperation

The hierarchical PCE procedure is a multiple-PCE path conputation
schene. Subsequent requests to and fromthe child and parent PCEs do
not differ fromother path conmputation requests and should not have
any significant inpact on network operations.

8. Security Considerations

The hi erarchical PCE procedure relies on PCEP and inherits the
security requirements defined in [ RFC5440]. As noted in Section 7,
there is a security relationship between child and parent PCEs. This
rel ationship, like any PCEP rel ationship, assunes pre-configuration
of identities, authority, and keys, or can operate through any key

di stribution nmechani smoutside the scope of PCEP. As PCEP operates
over TCP, it may nake use of any TCP security nechani sm

The hi erarchical PCE architecture makes use of PCE policy [ RFC5394]
and the security aspects of the PCE Conmuni cation Protocol docunented
in [RFC5440]. It is expected that the parent PCE will require all
child PCEs to use full security when conmunicating with the parent
and that security will be nmintained by not supporting the discovery
by a parent of child PCEs.

PCE operation also relies on infornmation used to build the TED
Attacks on a PCE system nay be achi eved by fal sifying or inpeding
this flow of information. The child PCE TEDs are constructed as
described in [ RFC4655] and are unchanged in this docunent: if the PCE
listens to the IGP for this information, then normal |GP security
measures may be applied, and it should be noted that an I GP routing
systemis generally assunmed to be a trusted donmain such that router
subversion is not a risk. The parent PCE TED is constructed as
described in this docunent and may invol ve:
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- mltiple parent-child rel ationshi ps using PCEP (as al ready
descri bed)

- the parent PCE listening to child domain IGPs (with the sane
security features as a child PCE listening to its IGP)

- an external nechanism (such as [BGP-TE]), which will need to be
aut hori zed and secured.

Any mul ti-domain operation necessarily involves the exchange of

i nformati on across domain boundaries. This is bound to represent a
significant security and confidentiality risk especially when the
child donains are controlled by different comrercial concerns. PCEP
al l ows individual PCEs to maintain confidentiality of their domain
pat h i nformati on using path-keys [ RFC5520], and the hierarchical PCE
architecture is specifically designed to enable as nuch isolation of
domai n topol ogy and capabilities information as is possible.

For further considerations of the security issues related to inter-AS
pat h conputation, see [ RFC5376].
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